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Abstract Recommender systems are important tools that provide information items
to users, by adapting to their characteristics and preferences. Usually items are rec-
ommended to individuals, but there are contexts in which people operate in groups.
To support the recommendation process in social activities, group recommender sys-
tems were developed. Since different types of groups exist, group recommendation
should adapt to them, managing heterogeneity of groups. This chapter will present
a survey of the state-of-the-art in group recommendation, focusing on the type of
group each system aims to. A new approach for group recommendation is also pre-
sented, able to adapt to technological constraints (e.g., bandwidth limitations), by
automatically identifying groups of users with similar interests.

1 Introduction

Recommender systems aim to provide information items (web pages, books, movies,
music, etc.) that are of potential interest to a user. To predict the items to suggest,
the systems use different sources of data, like preferences or characteristics of users.

However, there are contexts and domains where classic recommender systems
cannot be used, because people operate in groups. Here are some examples of such
contexts:
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• a system has to provide recommendations to an established group of people who
share the same interests and do something together;

• recommendations are provided to an heterogeneous group of people who has a
common, specific aim and shares the system on a particular occasion;

• a system tries to recommend items in an environment shared by people who don’t
have anything in common (e.g., background music in a room);

• when a limitation in the number of available recommendations to be provided is
present, individuals with similar preferences have to be grouped.

To manage such cases, group recommendation was introduced. These systems aim
to provide recommendations to groups, considering the preferences and the charac-
teristics of more than a user. But what is a group? As we can see from the list above,
there are at least four different notions of group:

1. Established group: a number of persons who explicitly choose to be a part of a
group, because of shared, long-term interests;

2. Occasional group: a number of persons who do something occasionally together,
like visiting a museum. Its members have a common aim in a particular moment;

3. Random group: a number of persons who share an environment in a particular
moment, without explicit interests that link them;

4. Automatically identifed group: groups that are automatically detected consid-
ering the preferences of the users and/or the resources available.

Of course the way a group is formed affects the way it is modeled and how
recommendations are predicted.

This chapter will present a survey of the state-of-the-art in group recommen-
dation. A few years ago [29] presented a state-of-the-art survey too, dividing the
group recommendation process into four subtasks and describing how each system
handles each subtask. Here we will try to describe the existing approaches, focus-
ing on the different notions of group and how the type of group affects the way the
system works. Table 1 presents an overview of these systems. Moreover, we will
present a new approach, proposed in [8], able to adapt to technological constraints
and automatically detect groups of different granularities to fulfill the constraints.

The rest of the chapter is organized as follows: section 2 describes approaches
that consider groups with an a priori known structure; section 3 considers systems
that automatically identify groups and in 3.2 the new approach cited above is pre-
sented; in section 4 we will try to draw some conclusions.
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System Domain of Example of group Type of group
recommendation

GRec OC (Group Recommender
for Online Communities) [31]

Books Online communities that
share preferences

1. Established
group

Jukola [45] Music People attending a party
PartyVote [53] Music People attending a party
[47] Movies Interacting members that

share opinions
I-SPY [51, 50, 52, 49, 9, 22] Web pages Communities of like-

minded users
Glue [12] Web pages Online communities
CAPS (Context Aware Proxy
based System) [48]

Web pages Colleagues that browse
the web together

[5] Documents Conference committees
PolyLens [44] Movies People who want to see a

movie together

2. Occasional
group

[14] Movies People that share
opinions

[1] Movies People that share their
disagreement with other
members

[18, 19] Movies People making decision
for a group

CATS (Collaborative Advisory
Travel System) [36, 39, 40, 38,
37]

Travel vacation Friends planning ski
holidays

INTRIGUE (INteractive TouRist
Information GUidE) [3, 2]

Sightseeing
destinations

People traveling together

Travel Decision Forum [27, 26,
28]

Travel vacation People planning a
vacation together

[33] Travel vacation People planning a
vacation together

e-Tourism [23] Tourist tours People traveling together
Pocket RestaurantFinder [34] Restaurants People who want to dine

together
FIT (Family Interactive TV
System) [25]

TV programs Family members
watching TV together

[54] TV programs Family members
watching TV together

TV4M [56] TV programs People watching TV
together

Adaptive Radio [13] Music People who share an
environment

3. Random group

In-Vehicle Multimedia Multimedia items Passengers traveling
Recommender [57] together in a vehicle
Flytrap [17] Music People in a public room
MusicFX [35] Music Members of a fitness

center
Let’s Browse [32] Web pages People that browse the

web together
GAIN (Group Adapted
Interaction for News) [46, 11]

News items People who share an
environment

[10] Ontology concepts People that share same
interests 4. Automatically

identified group[8] Movies People with similar
preferences

Table 1 Overview of the existing group recommender systems
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2 Group recommendation for groups with an a priori known
structure

2.1 Systems that consider established groups

An established group is formed by people who share common interests for a long
period of time. According to [44] established groups have the property to be persis-
tent and users actively join the group.

As Table 1 shows, group recommender systems that aim to established groups
are designed for domains of recommendation like:

• entertainment/cultural items (books, music and movies);
• documents (web pages and conferences documents).

2.1.1 Group recommender systems for entertainment/cultural items

GRec OC (Group Recommender for Online Communities) [31] is a book recommen-
der system for online communities (i.e., people with similar interests that share in-
formation). The system aims to improve satisfaction of individual users.

The approach works in two phases. Since the system aims to established groups,
the first phase uses a classic Collaborative Filtering (CF) method to build a group
profile, by merging the profiles of its members. Each group’s nearest neighbors are
found and a “candidate recommendation set” is formed by selecting the top-n items.
To achieve satisfaction of each member, the second phase evaluates the relevance of
the books in the candidate recommendation set for each member. Items not preferred
by any member are eliminated and a list of books is recommended to the group.

Jukola [45] and PartyVote [53] are two systems able to provide music to an es-
tablished social group of people attending a party/social event.

The type of group and the context in which the systems are used, make these
systems work without any user profiles. In fact, in order to select the music to play,
each user is allowed to express preferences (like the selection of a song, album, artist
or genre) in a digital musical collection. The rest of the group votes for the available
selections and a weight/percentage is associated to each song (i.e., the probability
for the song to be played). The song with the highest vote is selected to be played.

The system proposed in [47] aims to produce personality aware group recommen-
dations, i.e., recommendations that consider the personality of its members (“group
personality composition”) and how conflicts affect the recommendation process.

To measure the behaviors of people in conflicts, each user completes a test and
a profile is built computing a measure called Conflict Mode Weight (CMW). Rec-
ommendations are calculated using three classic recommendation algorithms, inte-
grated with the CMWs of the group members.
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2.1.2 Group recommender systems for documents

I-SPY [51, 50, 52, 49, 9, 22, 16] is a search engine that personalizes the results of a
web search, using the preferences of a community of like-minded users.

When a user expresses interest in a search result by clicking on it, I-SPY pop-
ulates a hit matrix that contains relations between the query and the results pages
(each community populates its own matrix). Relations in the hit matrix are used to
re-rank the search results to improve search accuracy.

Glue [12] is a collaborative retrieval algorithm that monitors the activity of a com-
munity of users in a search engine, in order to exploit implicit feedbacks.

A feedback is collected each time a user finds a relevant resource during a search
in the system. The algorithm uses the feedback to dynamically strengthen associ-
ations between the resource indicated by the user and the keywords used in the
search string. Retrieval is based on the feedbacks, so it’s not just dependent on the
resource’s content, making it possible for the system to retrieve even non-textual
resources and update its performances dynamically (i.e., the community of users
decides which resources are described by which keywords).

CAPS (Context Aware Proxy based System) [48] is an agent that recommends pages
and annotates links, based on their popularity among a user’s colleagues and the
user’s profile. The system focuses on two aspects: page enhancement, with symbols
that indicate its popularity, and search queries augmentation, with the addition of
relevant links for a query. Since the system was designed to enhance the search ac-
tivity of a user considering the experience of a user’s colleagues, a CF approach and
a zero-input interface (able to gather implicit information) were used.

The approach proposed in [5] was developed to help a group of conference com-
mittees selecting the most suitable items in a large set of candidates.

The approach is based on the relative preference of each reviewer, i.e., a rank of
the preferred items, with no numeric score given to express the preferences. All the
preferences ordering of the reviewers are aggregated through a variable neighbor-
hood search algorithm improved by the authors for the recommendation purpose.

2.2 Systems that consider occasional groups with a particular aim

There are lots of contexts in which a group of people is not established but might
be interested in getting together for a common aim. This is for example the case of
people traveling together: they might not know each other, but they share interest
for a common place. In such cases, a group recommender system could be useful,
since it would be able to put together the preferences of an heterogeneous group,
in order to achieve the common aim. As mentioned in Table 1, group recommender
systems that work for occasional groups were developed for the following domains:
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• movies;
• tourist destinations;
• TV programs;

Group recommender systems for TV programs consider occasional groups that
get togeher for a specific aim (watch TV together) and randomly share an environ-
ment (approaches for random groups are described next). Since the approaches fo-
cus on the group’s aim, this category of systems was placed in this subsection.

2.2.1 Group recommendation for movies

PolyLens [44] is a system built to produce recommendations to groups of users who
want to see a movie. To produce recommendations for each user of the group a CF
algorithm is used. The movies with the highest recommended rates are considered
and a “least misery” strategy is used: the recommended rating for a group is the
lowest predicted rating for a movie, to ensure that every member is satisfied.

The system proposed in [14] considers interactions among group members, assum-
ing that in a group recommender system ratings are not given just by individuals,
but also by subgroups. If a group G is composed of members u1, u2 and u3, ratings
might be given by both individuals and subgroups (e.g., {u1,u2} and {u1,u3}).

The system learns the ratings of a group using a Genetic Algorithm (GA), that
uses the ratings of both individuals and subgroups to learn how users interact. For
example, if an item is rated by users u1 and u2 as 1 and 5 but as a whole they rate the
item as 4, it is possible to derive that u2 plays a more influential role in the group.

The group recommendation methodology used combines an item-based CF al-
gorithm and the GA, to improve the quality of the system.

In [1] an approach to compute group recommendation that introduces disagree-
ment between group members as an important aspect to efficiently compute group
recommendations is presented. The authors introduce a consensus function, which
combines relevance of the items for a user and disagreement between members. Af-
ter the consensus function is built, an algorithm to compute group recommendation
(based on the class of Threshold algorithms) is proposed.

The system proposed in [18, 19] presents a group recommendation approach based
on Bayesian Networks (BN). The system was developed to help a group of people
making decisions that involve the whole group (like seeing a movie) or in situations
where individuals must make decisions for the group (like buying a company gift).
The system was empirically tested in the movie recommendation domain.

To represent users and their preferences a BN is built. The authors assume that
the composition of the groups is a priori known and model the group as a new node
in the network that has the group members as parents. A collaborative recommender
system is used to predict the votes of the group members. A posteriori probabilities
are calculated to combine the predicted votes and build the group recommendation.
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2.2.2 Group recommendation for tourist destinations

In [36, 39, 40, 38, 37] a group recommender system called CATS (Collaborative
Advisory Travel System) is presented. Its aim is to help a group of friends plan and
arrange ski holidays. To achieve the objective, users are positioned around a device
called “DiamondTouch table-top” [20] and the interactions between them (since
they physically share the device) help the development of the recommendations.

To produce the recommendations, the system collects critiques, which are feed-
backs left by users while browsing the recommended destinations (e.g., a user might
specify that he/she is looking for a cheaper hotel, by critiquing the price feature).

Interactions with the DiamondTouch device are used to build an individual per-
sonal model (IM) and a group user model (GUM). Individual recommendations are
built using both the IM and the GUM to maximize satisfaction of the group, whereas
group recommendations are based on the critiques contained in the GUM.

INTRIGUE (INteractive TouRist Information GUidE) [3, 2] is a system that rec-
ommends sightseeing destinations using the preferences of the group members.

Heterogeneity of a group is considered in several ways. Each group is subdi-
vided into homogeneous subgroups of similar members that fit a stereotype (e.g.,
children). Recommendations are predicted for each subgroup and an overall prefer-
ence is built considering some subgroups more influential (e.g., disabled people).

Travel Decision Forum [27, 26, 28] is a system that helps groups of people plan
a vacation. Since the system aims to find an agreement between the members of
a group, asynchronous communication is possible and, through a web interface, a
member can view (and also copy) other members’ preferences. Recommendations
are made using a simple aggregation (the median) of the individual preferences.

In [33] a multiagent system in which agents work on behalf of a group of cus-
tomers, in order to produce group recommendations, is presented. A formalism,
named DCOP (Distributed Constraint Optimization Problem), is proposed to find
the best recommendation considering the preferences of the users.

The system works with two types of agents: a user agent (UA), who works on
behalf of a user and knows his preferences, and a recommender agent (RA), who
works on behalf of suppliers of travel services. An optimization function is proposed
to handle the agents’ interactions and find the best recommendation.

e-Tourism [23] is a system that plans tourist tours for groups of people. The system
considers different aspects, like a group tastes, its demographic classification and
places previously visited. A taxonomy-driven recommendation tool called GRSK
(Generalist Recommender System Kernel), provides individual recommendations
using three techniques: demographic, content-based and preference-based filtering.
For each technique group preferences are computed using aggregation, intersection
and incremental intersection methods and a list of recommended items is filtered.
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Pocket RestaurantFinder [34] is a system that suggests restaurants to groups of peo-
ple who want to dine together. The system was designed for contexts like confer-
ences, where an occasional group of attendees decides upon a restaurant to visit.

Each user fills a profile with preferences about restaurants, like the price range or
the type of cuisine they like (or don’t like). Once the group composition is known,
the system estimates a user’s individual preference for each restaurant and averages
those values to build a group preference and produce a list of recommendations.

2.2.3 Group recommendation for TV programs

FIT (Family Interactive TV System) [25] is a recommender system that aims to filter
TV programs considering the preferences of the viewers.

The only input required by the system is a stereotype user representation (i.e., a
class of viewers that would suit the user, like women, businessmen, students, etc.),
along with the user preferred watching time. The system automatically updates a
profile, by collecting implicit feedbacks from the watching habits of the user.

When someone starts watching TV, the system looks at the probability of each
family member to watch TV in that time slot and predicts who there might be
watching the TV. Programs are recommended through an algorithm that combines
such probabilities and users’ preferences.

The system proposed in [54] recommends TV programs to a family.
To protect the privacy of each user and avoid the sharing of information, the

system observes the habits of a user and adds contextual information about what is
monitored. By observing indicators like the amount of time a TV program has been
watched, a user’s preferences are exploited and a profile is built.

To estimate the interests of the users in different aspects, the system trains on each
family history three Support Vector Machine (SVM) models for program name,
genre and viewing history. After the models are trained, recommendation is per-
formed with a Case-Based Reasoning (CBR) technique.

TV4M [56] is a TV programs recommender system for multiple viewers.
To identify who is watching TV, the system provides a login feature. To build a

group profile that satisfies most of its members, all the current viewers’ profiles are
merged, by doing a total distance minimization of the features available (e.g., genre,
actor, etc.). According to the built profile, programs are recommended to the group.

2.3 Systems that consider random groups who share an
environment

A random group is formed by people who share an environment without a specific
purpose. Its nature is heterogeneous and its members might not share interests.
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Group recommender systems that work with random groups calculate the list
of predicted items frequently, as people might join or leave the environment. This
section will describe group recommender systems that work with random groups.
Two main recommendation domains are related to this type of systems:

• multimedia items (e.g., music) broadcast in a shared environment;
• information items (e.g., news or web pages).

2.3.1 Group recommendation for broadcast multimedia items

Adaptive Radio [13] is a system that broadcasts songs to a group of people who
share an environment. The approach tries to improve satisfaction of the users by
focusing on negative preferences, i.e., it keeps track of which songs a user does not
like and avoids playing them. Moreover, the songs similar to the ones rejected by a
user are reject too (the system considers two songs similar if they belong to the same
album). The highest rated between the remaining songs is automatically played.

In-Vehicle Multimedia Recommender [57] is a system that aims to select multimedia
items for a group of people traveling together.

The system aggregates the profiles of the passengers and merges them using a no-
tion of distance between the profiles. Once the profiles are merged, a content-based
recommender system is used to compare multimedia items and group preferences.

Flytrap [17] is a group recommender system that selects music to be played in a
public room. Since people in a room (i.e., the group members) change frequently,
the system was designed to predict the song to play considering the preferences of
the users present in the room at the moment of the song selection.

A ‘virtual DJ’ agent is used to automatically decide the song to play. To build a
model of the preferences of each user the agent analyzes the MP3 files played by
a user in his/her computer and considers the information available about the music
(like similar genres, artists, etc.). The song is selected through a voting system in
which an agent represents each user in the room and rates the candidate tracks.

MusicFX [35] is a system that recommends music to members of a fitness center.
Since the group structure (i.e., the people in the room) varies continuously, the

system gives the users working out in the fitness center the possibility to login. To let
users express their preferences about a particular genre, the system has a database
of music genres. The music to play is selected considering the preferences of each
user in a summation formula.
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2.3.2 Group recommendation for information items

Let’s Browse [32] is a system that recommends pages to people browsing the web
together. Since the group is random (a user might join or leave the group at any
time), the system uses an electronic badge to detect the presence of a user.

The system builds a user profile analyzing the words present in his/her homepage.
The group is modeled by a linear combination of the individual profiles and the
system analyzes the words that occur in the pages browsed by the group.

The system recommends pages that contain keywords present in the user profile.

GAIN (Group Adapted Interaction for News) [46, 11] is a system that selects back-
ground information to display in a public shared environment.

The authors assumed that the group of users may be totally unknown, partially or
completely known. The group is modeled by splitting it in two subgroups: the known
subgroup (i.e., people that are certainly near the display for a period of time) and the
unknown subgroup (i.e., people not recognized by the system). Recommendations
are predicted using a statistical dataset built from the group modeling.

3 Group recommendation with automatic group identification

As shown in Table 1, two group recommender systems automatically detect groups
of users. Such an approach is interesting for various reasons: (I) people change their
mind frequently, so a user membership in a group might not be long-term, or (II)
technological constraints might allow the system to handle only a certain number
of groups (or a maximum number of members per group). Group recommender
systems that automatically detect groups were developed for the following domains:

• identification of Communities of Interests (groups of similar and previously un-
related people);

• movies recommendation in case of limited bandwidth;

3.1 Group recommendation with Communities of Interest
identification

The approach proposed in [10] aims to automatically discover Communities of In-
terest (CoI) (i.e., a group of individuals who share and exchange ideas about a given
interest) and produce recommendations for them.

CoI are identified exploiting the preferences expressed by users in personal
ontology-based profiles. Each profile measures the interest of a user in concepts
of the ontology. The interest expressed by users is used to cluster the concepts.
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User profiles are then split into subsets of interests, to link the preferences of
each user with a specific cluster of concepts. Hence it is possible to define relations
among users at different levels, obtaining a multilayered interest network that allows
to find multiple CoI. Recommendations are built using a content-based CF approach.

3.2 Group recommendation with automatic identification of users’
communities in case of bandwidth limitations

None of the approaches described takes into account the fact that it might be nec-
essary to identify groups of people with similar interests because of technological
constraints, like bandwidth limitations.

For example, in multiple access systems with limited transmission capacity like
Mobile IPTV or Satellite Systems, it might not be possible to create personalized
program schedules for each user. In such cases, the problem relies in identifying
groups of related users to fulfill the constraints.

Here we present an approach proposed in [8] to generate group recommenda-
tions, able to detect intrinsic communities of users whose preferences are similar.
The algorithm takes as input a matrix that associates a set of users to a set of items
through a rating. This matrix will be called the ratings matrix. Based on ratings
expressed by each user in the ratings matrix, the algorithm evaluates the level of
similarity between users and generates a network that contains the similarities. A
modularity-based Community Detection algorithm proposed by [7] will be run on
the network, to find partitions of users in communities. For each community, ratings
for all the items will be calculated.

Since the Community Detection algorithm is able to produce a dendrogram, i.e.,
a tree that contains hierarchical partitions of the users in communities of increas-
ing granularity, experiments were conducted in order to evaluate the quality of the
recommendation for the different partitions. Results show that the quality of group
recommendations increases linearly with the number of communities created.

The scientific contribution of the recommendation algorithm is the capability to
automatically detect intrinsic communities of users who share similar preferences,
making it possible for a content provider to explore the trade off between the level
of personalization of the recommendation and the number of channels.

3.2.1 Group recommendation with automatic identification of users
communities

The group recommendation algorithm works in four steps:
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Users similarity evaluation

In order to create communities of users, the algorithm takes as input a ratings ma-
trix and evaluates through a standard metric (cosine similarity) how similar the
preferences of two users are. The result is a weighted network where nodes represent
users and a weighted edge represents the similarity value of the users it connects.

Communities detection

To identify intrinsic communities of users, a Community Detection algorithm pro-
posed in [7] is applied to the users similarity network and partitions of different
granularities are generated.

Ratings prediction for items rated by enough users of a group

A group’s ratings are evaluated by calculating, for each item, the mean of the ratings
expressed by the users of the group. In order to predict meaningful ratings, the
algorithm calculates a rating only if an item was evaluated by a minimum percentage
of users in the group. With this step it is not possible to predict a rating for each item,
so another step has been created to predict the remaining ratings.

Ratings prediction for the remaining items

For some of the items, ratings could not be calculated by the previous step. In order
to estimate such ratings, similarity between items is evaluated, and the rating of an
item is predicted considering the items most similar to it.

The four steps that constitute the algorithm will now be described in detail.

Step 1. Users similarity evaluation

Here it is described how a ratings matrix can be used to evaluate similarity between
users. Let vi be the vector of the ratings expressed by a user i for the items and v j
be the vector of the ratings expressed by a user j for the items. The similarity si j
between users i and j can be measured by the cosine similarity between the vectors:

si j = cos(vi,v j) =
vi · v j

‖vi‖×‖v j‖

Similarities can be represented in a network, the users similarity network, that
links each couple of associated users with a weighted edge.

As highlighted by [24], in networks like the one built, edges have intrinsic
weights and no information is given about the real associations between the nodes.
Edges are usually affected by noise, which leads to ambiguities in the communities
detection. Moreover, the weights of the edges in the network are calculated consid-
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ering the ratings and it is well known that people have different rating tendencies:
some users tend to express their opinion using just the end of the scales, express-
ing if they loved or hated an item. To eliminate noise from the network and reduce
its complexity by removing weak edges, a parameter called noise was set in the
algorithm. The parameter indicates the weight that will be subtracted by every edge.

Step 2. Communities Detection

This step of the algorithm has the goal to find intrinsic communities of users, ac-
cepting as input the weighted users similarity network that was built in the previous
step. Another requirement is to produce the intrinsic users communities in a hier-
archical structure, in order to deeper understand and exploit its inner partition. Out
of all the existing classes of clustering algorithms, complex network analysis [21]
was identified as the only class of algorithms fulfilling the requirements. In 2004 an
optimization function has been introduced, the modularity [41], that measures for a
generic partition of the set of nodes in the network, the number of internal (in each
partition) edges respect to the random case. The optimization of this function gives,
without a previous assessment of the number and size of the partitions [21], the nat-
ural community structure of the network. Moreover it is not necessary to embed the
network in a metric space like in the k-means algorithm. A notion of distance or link
weight can be introduced but in a pure topological fashion [42].

Recently a very efficient algorithm has been proposed, based on the optimization
of the weighted modularity, that is able to easily handle networks with millions
of nodes, generating also a dendrogram; a community structure at various network
resolutions [7]. Since the algorithm had all the characteristics needed, it was chosen
to create the groups of users used by the group recommendation algorithm.

Step 3. Ratings prediction for items rated by enough users of a group

To express a group’s preference for an item, the algorithm calculates its rating, con-
sidering the ratings expressed by the users of the community for that item.

An average is a single value that is meant to typify a list of values. The most
common method to calculate such a value is the arithmetic mean, which also seems
an effective way to put together all the ratings expressed by the users in a group. So,
for each item i, its rating ri is expressed as:

ri =
1
n

n

∑
u=0

ru

where n is the number of users of the group who expressed a rating for item i and
ru is the rating expressed by each user for that item. In order to calculate meaningful
ratings for a group, a rating ri is considered only if a minimum part of the group has
rated the item. This is done through a parameter, called co-ratings which expresses
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the minimum percentage of users who have to rate an item in order to calculate the
rating for the group.

Step 4. Ratings prediction for the remaining items

For some of the items, ratings could not be calculated by the previous step. In
order to estimate such ratings, a network that contains similarities between items
was built. Like the users similarity network presented in 3.2.1, the network is built
through the ratings matrix, considering the ratings expressed for each item. Let wi
be the vector of the ratings expressed by all the users for item i and w j be the vector
of the ratings expressed by all the users for item j. The similarity ti j between item
i and item j is measured with the cosine similarity and the similarities are repre-
sented in a network called items similarity network, from which noise was removed
through the noise parameter presented in 3.2.1.

For each item not rated by the group, a list is produced with its nearest neighbors,
i.e., the most similar items already rated by the group, considering the similarities
available in the items similarity network. Out of this list, the top items are selected.
Parameter top indicates how many similarities the algorithm considers to predict the
ratings. An example of how the top similar items are selected is shown in Table 2.
The algorithm needs to predict a rating for Item 1. The most similar items are shown
in the list. For each similar item j, the table indicates the similarity with Item 1
(column t1 j) and the rating expressed by the group (column r j). In the example, the
top parameter is set to 3 and items with similarity 0.95, 0.88 and 0.71 are selected.

Item j t1 j r j
Item 2 0.95 3.5
Item 3 0.95 4.2
Item 4 0.88 2.8
Item 5 0.71 2.6
Item 6 0.71 3.9
Item 7 0.71 4.3
Item 8 0.63 1.2
Item 9 0.55 3.2

Table 2 Top similar items of an unrated item

it is now possible to predict the rating of an unrated item by considering both the
rating and the similarity of its top similar items:

r̄i =
∑

n
j=0 r j · ti j

∑
n
j=0 ti j

where n is the number of items selected in the list. Given the example in Table 2,
r̄1 = 3.55.
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To make meaningful predictions, an evaluation of how “reliable” the predictions
are is needed. This is done by calculating the mean of the top similarities and by
setting a trust parameter. The parameter indicates the minimum value the mean
of the similarities has to get, in order to be considered reliable and consider the
predicted rating. The mean of the similarities in the previous example is 0.85 so, to
consider r̄1, the trust parameter has to be lower than 0.85.

3.2.2 Algorithm Experimentation

To evaluate the quality of the recommendations, the algorithm was tested using
MovieLens2, a dataset widely used to evaluate CF algorithms. A framework that ex-
tracts a subset of ratings from the dataset, predicts group recommendations through
the presented algorithm and measures the quality of the predictions in terms of
RMSE was built. Details of the algorithm experimentation will now be described.

Experimental methodology and setup

The experimentation was made with the MovieLens dataset, which is composed of 1
million ratings, expressed by 6040 users for 3900 movies. To evaluate the quality of
the ratings predicted by the algorithm, around 10% of the ratings was extracted as a
probe test set and the rest of the dataset was used as a training set for the algorithm.

The group recommendation algorithm was run with the training set and, for each
partition of the users in communities, ratings were predicted. The quality of the
predicted ratings was measured through the Root Mean Squared Error (RMSE).
The metric compares the probe test set with the ratings predicted: each rating ri
expressed by a user u for an item i is compared with the rating r̄i predicted for the
item i for the group in which user u is. The formula is shown below:

RMSE =

√
∑

n
i=0(ri− r̄i)2

n

where n is the number of ratings available in the test set. To evaluate the perfor-
mances of the algorithm, they were compared with the results obtained consider-
ing a single group with all the users (predictions are calculated considering all the
preferences expressed for an item), and the results obtained using a classic CF algo-
rithm proposed in [15], where recommendations are produced for each user.

Experimental results

To evaluate the algorithm’s performances the quality of the recommendations was
studied, considering different values of each parameter. The only value that could

2 http://www.grouplens.org/
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not be changed was noise, because if more than 0.1 was subtracted to the edges of
the users similarities network, the network would become disconnected.

The first experiment conducted evaluated the quality of the recommendations for
different values of the co-ratings parameter, i.e., the minimum percentage of users
who have to rate an item, in order to calculate the rating for the group. Parameter top
was set to 2 and parameter trust was set to 0.0. Fig. 1 shows how RMSE varies with
the number of groups, for different values of co-ratings (10%, 20% and 25%). It is

Fig. 1 Algorithm’s performances with different co-ratings values

possible to see that as the number of groups grows, the quality of the recommen-
dations improves, since groups get smaller and the algorithm predicts more precise
ratings. To conduct the following experiments, the value of co-ratings chosen was
20%. The next experiment conducted was to evaluate the quality of recommenda-
tions for different values of the top parameter, i.e., the number of similarities con-
sidered to select the nearest neighbors of an item. Fig. 2 shows how RMSE varies
with the number of groups, for different values of top (2 and 3). It is worth noting
that the quality of the recommendations improves when parameter top is set to 3
(i.e., the top 3 similarities are selected from the list), so this was the value set for the
next experiment. The last parameter to evaluate is trust, i.e., the minimum value the
mean of the similarities has to get when the algorithms predicts a rating considering
the nearest neighbors of an item. Fig. 3 shows how RMSE varies with the number
of groups, for different values of the parameter (0.0, 0.1 and 0.2). In Fig. 3 is shown
that the quality of the performances improves for higher values of trust, i.e., when
the ratings predicted can be considered more “reliable”.
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Fig. 2 Algorithm’s performances for different values of top

Fig. 3 Algorithm’s performances with different trust values

4 Conclusions and discussion

Recommender systems have become important tools that help people making deci-
sions, by adapting to preferences or characteristics of a user and effectively suggest-
ing items that might interest him/her. However, there are contexts in which people
operate in groups and in the last years several approaches to produce recommenda-
tions for groups of users were developed.

This chapter presented a state-of-the-art survey on group recommendation, fo-
cusing on the nature of the group considered by each system. Moreover, a new
approach able to adapt to technological constraints (e.g., bandwidth limitations) and
produce recommendations for automatically detected groups was presented.

As we can see, nearly all the approaches take for granted the type of group they
are aimed to: whether the group is established, occasional or random, its structure
is taken “as is”. However, there might be contexts in which groups are not available
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and just two approaches focus on the identification of groups. We believe that the
study of algorithms specifically designed for group recommendation, able to model
and identify groups, might improve the quality of the recommendation process.
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